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Service Summary
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	The GoingLive Service has detected some severe problems that may cause you to lose business. You need to take corrective action immediately. If you would like further information, create a customer message on component XX-SER-TCC, or call your SAP Local Support Organization.


Note:
All recommendations provided in this report are based on our general experience only. We advise you to test our recommendations before using them in your production system.
SAP AG assumes no responsibility for errors or omissions in these self-services. These materials are provided “as is” without a warranty of any kind, either express or implied, including but not limited to, the implied warranties of merchantability, fitness for a particular purpose, or non-infringement.
SAP shall not be liable for damages of any kind including without limitation direct, special, indirect, or consequential damages that may result from the use of these services. SAP does not warrant the accuracy or completeness of the information, text, graphics, links or other items contained within these services. SAP has no control over the information that you may access through the use of hot links contained in these materials and does not endorse your use of third party Web pages nor provide any warranty whatsoever relating to third party Web pages.

Summary

Based on the information provided to us in both questionnaires received and on our general experience. The focus of this Analysis session is to ensure that based on your projected system load provided via your questionnaire that the hardware resources will be adequate, and to identify any potential performance bottlenecks.

 We have rated the memory and CPU sizing for the liveCache server green, although the CPU usage on the optimizer server ‘sapd12lc’ must be closely monitored as it will have the potential for a bottleneck due to the fact that there will be a number of optimizers on this server.  We have rated the report RED overall as it is recommended to apply / upgrade on a regular basis, your Support Package (currently 12, should be upgraded to 16) as soon as completing sufficient testing in your development/test Systems.  On an APO system it is crucial that the latest software builds and support packages are implemented.  

This report is rated red due to the fact that the support package needs to be updated. Please ensure that your Support Package is kept up to date on a regular basis. APO software is changing very quickly and new Support Packages, which fix features and improve performance, are appearing approximately every 1.5 months. For this reason, it is absolutely critical that you upgrade to the latest Support Package as soon as practical after its release. We would advise you to implement the latest COM build as soon as possible after sufficiently testing in your development/test Systems.

Several recommendations regarding ALE will help you optimize the performance of the ALE functions of your APO System. By maximizing the volume and (for real-time usage) the speed of document throughput, and by minimizing the interference of ALE communications with other users. Please refer to section 15.

See the action list below for the main areas that should be attended too, but several other recommendations are given throughout the report.

Action Plan

	Priority
	Short step description
	Deadline

	1
	Please contact your hardware vendor for the resizing of your liveCache server ‘oin14’.
	Immediately

	1
	Please ensure you have the latest APO support package and livecache COM build after testing on development system.
	Immediately after testing

	1
	Please ensure you have the latest kernel patch implemented on your system.
	Immediately

	1
	Ensure that the liveCache parameters are implemented.
	Immediately

	1
	Increase disk space assigned to liveCache as recommended in Section 8.
	Immediately

	2
	Refer to SAP Note: 403713 for the parallel generation of the optimizer statistics. 
	Immediately

	2
	Ensure that all Database, OS and R/3 parameters are implemented on the CP1 system.
	Before Optimization Session

	2
	Please ensure that all recommendations given for the setting up of ALE are implemented. See Section 15.
	In the nearest future

	3
	Install SAPOSCOL on the LiveCache server and the optimizer server, refer to SAPNote 371023.
	Before GoLive


Priorities: 1 (very high), 2 (high), 3 (medium), 4 (low).

Note:
If you experience serious performance problems, create a customer message on component XX-SER-TCC with priority high or very high.

Note:
If you are not pleased with the service or results you have received, create a customer message on component XX-SER-TCC, or call SAP Service Management directly (headquarters: +49 6227 745581, fax +49 6227 744214, Americas: 1-800-677-7271, South Asia: +65-7686307, fax +65-7685307, Australia: 1800-066-595, New Zealand: 0800-660-085).

Further information, including detailed explanations of the sections in the service report, can be found at SAP's Internet site for customers and partners, SAP Service Marketplace (service.sap.com/earlywatch and service.sap.com/goinglivecheck).

We offer the following training courses for performance optimization: BC315 Workload Analysis (for system administrators) and BC490 ABAP Performance Tuning (for ABAP developers).

Books from the "Official SAP Guides" series can be obtained in most book stores. The following titles are currently available: SAP R/3 System Administration, SAP R/3 Implementation with ASAP, SAP R/3 Performance Optimization, and SAP R/3 Change and Transport Management. For detailed information, see service.sap.com/books.
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 AUTONUMLGL  \e   News in Service and Support

 AUTONUMLGL  \e   Do you already connect to the SAP Support Network over the Internet?

With the new challenges the IT sector is facing in the area of e-business and a more advanced IT infrastructure, new ways to establish remote connections are needed. To maintain its leadership in the service and support area, SAP offers all customers the option of using state-of-the-art remote connections over the Internet that address a wider range of system landscapes and use the latest technologies. To ensure secure connections, various possibilities are available to encrypt any data you send over the Internet. The project is currently in the pilot phase.
Interested? More information can be found in the SAP Service Marketplace under URL: service.sap.com/saprouter-sncdoc or contact your regional network consultants.

.

 AUTONUMLGL  \e   SAP Service Channel

As of June 25, you will receive questionnaires and reports for service sessions through the new SAP Service Channel, and not as previously through the Service Cockpit. The new communications channel supports fast and direct exchange of information between customers and SAP.
As the contact person in your company for SAP service delivery, you can already display service reports for SAP EarlyWatch and SAP EarlyWatch Alert Service sessions through the SAP Service Channel and you can forward these reports to your colleagues.
You can access the SAP Service Channel through your personal Inbox in the SAP Service Marketplace.
From June 25, you can access service reports for all SAP service sessions as well as the SAP questionnaires through the SAP Service Channel.
For more information, go to SAP Service Marketplace - Announcement SAP Service Channel.

 AUTONUMLGL  \e   SAP Solution Manager available now!

The SAP Solution Manager enables you to implement and operate your mySAP.com solution efficiently. It is free of charge within you maintenance and monitors your core business processes over your entire system landscape. As SAP’s next generation service and support portal, the SAP Solution Manager supplies you with the right Service at the right time and offers a tight integration into SAP Support Back Office.
With its built-in support desk, the Solution Manager helps you to set up an efficient support organization and implement SAP Notes automatically with the Note Assistant.
To enable you to use the Solution Manager, the SAP Solution Manager Starter Pack includes the installation of the SAP Solution Manager and individually tailored onsite training in the SAP solution management methodology. By facilitating an effective implementation of the SAP Solution Manager and the appropriate knowledge transfer, the SAP Solution Manager Starter Pack lifts you into a new era of solution management.
Additional information regarding the SAP Solution Manager can be found on the Service Marketplace under service.sap.com/solutionmanager . You can order the SAP Solution Manager Starterpack on the Service Marketplace under service.sap.com/servicecatalog .

APO Component Check

APO Support Package

To address performance issues caused by the high flexibility of the APO installations it is necessary, to apply the newest corrections. Because of the complexity of these corrections and to reduce the effort to apply the corresponding notes it is absolutly critical that APO customers upgrade to the latest Support Package as soon as possible.

Your current support package level is older then the level recommended by the APO development.

Recommendation: To ensure that your system has all the newest coding changes apply the latest APO Support Package as soon as possible, after having successfully tested them in your quality assurance system.
Implementation: Refer to the SAP Notes mentioned in the following tables.
Note: After you've upgraded to the latest APO Support Package please apply the latest available COM build with the related LiveCache version.

APO Support Packages

	Product Release
	Current Support Package Level
	Available Support Package Level
	Refer to following Note

	30A
	12
	16
	438337


COM Build and LiveCache Release

	Recommended COM Build
	Notes
	Recommended LiveCache Release

	24
	439181 ; 412166
	7.2.5.7


Questionnaire Information

Hardware Configuration

	Server type
	Server
	Manufacturer
	Model
	Number of CPUs
	RAM in MB

	Application Server liveCache
	1
	IBM
	SP 375 POWER3SMP
	2
	3000

	Database Server
	1
	IBM
	SP 375 POWER3SMP
	2
	2000

	Application Server
	1
	IBM
	SP 375 POWER3SMP
	4
	3000

	Application Server
	2
	IBM
	Netfinity 5500
	2
	2000


Additional Systems

You have stated that none of the following conditions apply to your system:
1. An additional SAP System is installed on any server of the system, such as another SAP development, test, or production system.
2. An instance of another system is installed on any server of the system, such as the instance of another SAP development, test, or production system.
3. A database of another system is installed on any server of the system, such as the database of another SAP development, test, or production system.

Concurrent Users in the Production System

The table 'Concurrent users in Production System' shows you the number of concurrent users per application module.
We calculate the number of concurrent users as the sum of medium and high users.

Exception: if low_users > 10 * ( medium_users + high_users ), then 10% of the low users will be added to the amount of concurrent users.

	Module
	APO-DP
	APO-PP
	APO-SN
	APO-TP

	No. of Users
	10
	3
	3
	2


Our recommendations are based on the information you provided in the questionnaire and on our analysis of your SAP System. Our recommendations do not take into consideration the additional load caused by non-SAP interfaces.

 AUTONUMLGL  \e   Hardware Plausibility Check

Hardware Check and Workload Distribution

The Sizing Check determines whether the available hardware resources of your APO System are sufficient to handle the expected workload. This check is important to prevent severe performance problems that can be caused by underestimating the hardware requirement.

	


RED
	Our experience indicates that you may have insufficient memory or CPU capacity for your planned workload. Your APO System is likely to be unacceptably slow following the start of production. Contact your hardware partner’s competence center to have your hardware sizing reevaluated. The next section indicates which resources will probably cause bottlenecks in your production APO System.


System Sizing Overview

The following overview summarizes the results of the Sizing Check. This overview shows whether your hardware resources (CPU and memory) are sufficient for the expected workload, and identifies the hardware resources that may cause a bottleneck. In this context, we distinguish between the CPU and the memory required for the database part of the R/3 System (that is, the server on which the database is running) and the servers on which R/3 instances are running (the R/3 part).

	Server
	Component
	Sizing Evaluation CPUs
	Sizing Evaluation RAM

	1
	APO Database Server
	[image: image4.bmp]
	[image: image5.bmp]

	1
	liveCache
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	2
	CTM Optimizer
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	2
	PP/DS Optimizer (DPS-Optimizer)
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	2
	SNP Optimizer
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	2
	TOTAL
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Recommended Active User Distribution

The following table contains our recommendations for the distribution of your active users across your application servers.

	Instance
	APO-DP
	APO-PP
	APO-SN
	APO-TP

	1
	4
	1
	1
	1

	2
	6
	2
	2
	1


If you prefer a user distribution that differs from our recommendations, be careful to avoid creating bottlenecks on any given application server.
Important: To achieve an optimal distribution of users across the APO System instances, we recommend that you use logon groups.

Recommended Work Process Distribution for APO System

The following table contains our recommendations for distributing the APO System work processes across the instances of your production system. The SAP parameter settings given in the latter part of this report reflect the recommended work process distribution.

	Instance Name
	Dialog
	Batch
	Update
	Update2
	Spool
	Enqueue

	1
	6
	6
	5
	2
	1
	1

	2
	6
	0
	0
	0
	1
	0


The APO System work process distribution corresponds to the active user distribution recommended in the previous section. Therefore, if you choose to modify the active user distribution, you may need to make corresponding changes to the definition of work processes in your APO System. In particular, this adjustment applies to dialog work processes.

 AUTONUMLGL  \e   SAP System Configuration

The APO System Configuration Checks cover the correct parameter settings of each APO System instance. SAP parameters are important for the stability and performance of an APO System instance. Note: After any SAP parameter change in Windows NT, restart the system immediately to avoid problems.

 AUTONUMLGL  \e   SAP Kernel Release

	Instance
	SAP Kernel Release
	Patch Level

	1
	46D
	420

	2
	46D
	420


Recommendation: Your SAP kernel release (release 46D, patch level 420) is not up-to-date. Ensure that you are using the latest SAP kernel. See SAP Notes 19466 and 138704. (These notes refer to further SAP Notes, depending on your system characteristics.)

 AUTONUMLGL  \e   Memory Configuration for INSTANCE 1
Recommendation: Adapt the APO System instance parameters to the required values in profile /usr/sap/CP1/SYS/profile/CP1_DVEBMGS88_oin15.
Procedure:
1. Use Transaction RZ10 to maintain SAP profile parameters. Please be aware that warnings and error messages may occur. Please rely on the recommendations given in this report and ignore these messages. (Recommendations in this report carefully checked by your service engineer and overrule the standard checks provided by RZ10.)
2. Before starting the SAP instance with the new parameter settings, please run program sappfpar (see SAP Note 166551). If any errors occur here, please save the output file and contact your service center for advice. Restore the old parameter settings and start the SAP instance with the old settings.
Note: If the "recommended value" of any parameter in the following list is set to "<to be deleted>", you should delete the parameter from the parameter profile. Do not just change the parameter value to "space".

Memory Management

	Parameters
	Description
	Current value
	Recommended value

	em/initial_size_MB
	Size of extended memory pool
	2048
	704

	em/global_area_MB
	Size of SAP Extended Global Memory (see SAP Note 329021)
	64
	70

	abap/heap_area_dia
	Heap memory limit for dialog workprocess
	2000000000
	10000000

	abap/heap_area_nondia
	Heap memory limit for non-dialog workprocesses
	2000000000
	10000000


Pool Settings

	Parameters
	Description
	Current value
	Recommended value

	ipc/shm_psize_10
	Size of pool
	488000000
	458000000


Note: All shared memory segments must be deleted when changing SAP memory management parameters. This is automatically done by default when stopping or starting the SAP System. However, if an error occurs, refer to SAP Notes 589 and 17108. If you use transaction RZ10 for profile maintenance and an error is displayed when changing the parameters, please refer to SAP Note 125353.

Additional APO interface parameters

	Parameters
	Description
	Current value
	Recommended value

	rdisp/rfc_max_own_used_wp
	
	75
	5

	rdisp/rfc_min_wait_dia_wp
	
	1
	3


 AUTONUMLGL  \e   Memory Configuration for INSTANCE 2
Recommendation: Adapt the APO System instance parameters to the required values in profile /usr/sap/CP1/SYS/profile/CP1_D88_oin16.
Procedure:
1. Use Transaction RZ10 to maintain SAP profile parameters. Please be aware that warnings and error messages may occur. Please rely on the recommendations given in this report and ignore these messages. (Recommendations in this report carefully checked by your service engineer and overrule the standard checks provided by RZ10.)
2. Before starting the SAP instance with the new parameter settings, please run program sappfpar (see SAP Note 166551). If any errors occur here, please save the output file and contact your service center for advice. Restore the old parameter settings and start the SAP instance with the old settings.
Note: If the "recommended value" of any parameter in the following list is set to "<to be deleted>", you should delete the parameter from the parameter profile. Do not just change the parameter value to "space".

Buffer Settings

	Parameters
	Description
	Current value
	Recommended value

	rsdb/ntab/entrycount
	Number of nametab entries administrated
	20000
	30000

	rtbb/buffer_length
	Size of single record table buffers
	20000
	30000

	sap/bufdir_entries
	Maximum number of entries in the presentation buffer
	2000
	10000

	rsdb/obj/buffersize
	Size of export/import buffer
	4096
	20000

	rsdb/obj/max_objects
	Max. no. of exporting/importing objects
	2000
	20000


Memory Management

	Parameters
	Description
	Current value
	Recommended value

	em/initial_size_MB
	Size of extended memory pool
	4092
	1792

	abap/heap_area_dia
	Heap memory limit for dialog workprocess
	2000000000
	10000000

	abap/heap_area_nondia
	Heap memory limit for non-dialog workprocesses
	2000000000
	10000000

	ES/TABLE
	Alternative Memory Management on AIX
	UNIX_STD
	SHM_SEGS


We recommend that you switch on the alternative R/3 memory management on AIX. Please ensure that your R/3 kernel patch is not older than January 1999. For details, see R/3 Notes 95454 and 124555.

	Parameters
	Description
	Current value
	Recommended value

	em/max_size_MB
	AIX: Maximum Size of EM
	512
	4096

	ES/SHM_PROC_SEG_COUNT
	AIX: Segments per Context + 1
	3
	64

	ES/SHM_MAX_PRIV_SEGS
	AIX: Segments per Context
	2
	63


Client Server Communication

	Parameters
	Description
	Current value
	Recommended value

	rdisp/wp_ca_blk_no
	Work process communication blocks
	300
	1000

	rdisp/appc_ca_blk_no
	Buffer size for CPI-C communications
	100
	2000

	gw/max_conn
	Max. number of active connections
	500
	2000

	rdisp/tm_max_no
	Max. number of entries in array tm_adm
	200
	2000

	rdisp/max_comm_entries
	Max. number of communication entries
	500
	2000

	gw/max_overflow_size
	Max. swap space for CPIC-requests in the gateway
	5000000
	25000000


Pool Settings

	Parameters
	Description
	Current value
	Recommended value

	ipc/shm_psize_10
	Size of pool
	336000000
	451000000

	ipc/shm_psize_30
	assignment of segment to pool
	
	-10


Please check SAP note 312055.

	Parameters
	Description
	Current value
	Recommended value

	ipc/shm_psize_40
	Size of pool
	70000000
	508000000


Note: All shared memory segments must be deleted when changing SAP memory management parameters. This is automatically done by default when stopping or starting the SAP System. However, if an error occurs, refer to SAP Notes 589 and 17108. If you use transaction RZ10 for profile maintenance and an error is displayed when changing the parameters, please refer to SAP Note 125353.

 AUTONUMLGL  \e   Additional SAP Parameters for INSTANCE 2
Recommendation: Adapt the APO System instance parameters to the required values in profile /usr/sap/CP1/SYS/profile/CP1_D88_oin16.
Procedure:
1. Use Transaction RZ10 to maintain SAP profile parameters. Please be aware that warnings and error messages may occur. Please rely on the recommendations given in this report and ignore these messages. (Recommendations in this report carefully checked by your service engineer and overrule the standard checks provided by RZ10.)
2. Before starting the SAP instance with the new parameter settings, please run program sappfpar (see SAP Note 166551). If any errors occur here, please save the output file and contact your service center for advice. Restore the old parameter settings and start the SAP instance with the old settings.
Note: If the "recommended value" of any parameter in the following list is set to "<to be deleted>", you should delete the parameter from the parameter profile. Do not just change the parameter value to "space".

Work Processes

	Parameters
	Description
	Current value
	Recommended value

	rdisp/wp_no_spo
	Number of spool work processes
	0
	1


Additional APO interface parameters

Database Interface

	Parameters
	Description
	Current value
	Recommended value

	dbs/ora/array_buf_size
	Array size for input/output buffer
	-1
	1000000


 AUTONUMLGL  \e   Database Performance

	


RED
	Major performance problems have been detected in your database system.

Please implement the recommendations provided in the following sections.


 AUTONUMLGL  \e   Database Parameters

In the configuration file initCP1.ora, replace the "current value" of the following database parameters with the "recommended value" as shown in the tables below.
Changes to configuration parameters come into effect after your database has been restarted.

You have stated in the questionnaire that you use demand planning. For this reason the parameter recommendations for the APO DB are BW like.

	Parameters
	Description
	Current value
	Recommended value

	event
	Event for cost based optimizer
	
	Please refer to SAP note 128221


Before changing the Oracle parameter EVENT, please check whether there are special reasons to set these events (for example, the events 10235 and 10600 might be set temporarily to analyze a special problem) and check the following SAP Notes in SAPNet.

Notes for parameter 'Event'

	Note number
	Description

	0128221
	Increased memory consumption with Oracle 8

	0366876
	ORA-600 [17182]


Note for current Oracle parameter settings

	Note number
	Description

	0180605
	Parameter setting of BW System with Oracle

	0332105
	ORA-3113, ORA-7445 with Oracle 8.1

	0332696
	ORA-00600 [2865], star_transformation_enabled


	Parameters
	Description
	Current value
	Recommended value

	db_block_buffers
	Size of data buffer as number of data blocks
	100000
	54000

	log_checkpoint_timeout
	Checkpoint frequency as time interval in seconds
	0
	Delete this parameter name and value from database profile

	processes
	Maximum number of database shadow/background processes
	80
	90

	query_rewrite_enabled
	Enables query rewriting
	TRUE
	Delete this parameter name and value from database profile

	sessions
	Maximum number of concurrent database sessions
	96
	100

	shared_pool_size
	Size of Shared Pool in bytes
	400000000
	295000000

	shared_pool_reserved_size
	Part of Shared Pool for large statements
	40000000
	29500000


 AUTONUMLGL  \e   System Performance

 AUTONUMLGL  \e   Locally managed Temp Tablespace

We detected that your temporary tablespace is not defined as locally managed.
Recommendation: Follow the guidelines described in SAP Note 359835 when setting up the temporary tablespace and the related data files

 AUTONUMLGL  \e   Setup of the Temporary Tablespace

Most APO queries, including order by, group by, and aggregates, require the use of temporary tablespaces (such as PSAPTEMP). In order to ensure best performance and stability and to prevent an I/O bottleneck, it is important to set up the temporary tablespace and the related data files properly. Especially the correct setup of the default storage parameters INITIAL and NEXT is absolutely necessary but these parameters are not setup correctly in your system.

Recommendation: Follow the guidelines described in SAP Note 359835 when setting up the temporary tablespace and the related data files especially for the default storage parameters INITAL and NEXT.
Important: If you use an SAPDBA version released prior to November 1999 for reorganization, the setup of the temporary tablespace will be changed from permanent back to temporary.

	Note Number
	Description

	359835
	Design of Temporary Tablespace at BW

	0432377
	ODMA modifies Storage settings for Temporary TS


 AUTONUMLGL  \e   Number of Redo Log Groups

Before a filled online redo log file can be reused, the associated checkpoint must be completed and a copy of the redo log file must be written to the archive directory. If a log switch occurs before the next online redo log file is available for reuse, a temporary system standstill occurs. To avoid such temporary system standstills, especially during peak workload hours, you need a sufficient number of redo log groups.

Recommendation: You should have at least 6 redo log groups.

 AUTONUMLGL  \e   Optimizer Statistics

The Oracle Cost-Based Optimizer requires current information about the distribution of the database data in order to find the best search path. If this information is not up-to-date, or is not available at all, the Cost-Based Optimizer may choose the wrong query path, which can result in severe performance problems.

The data distribution statistics of your database are not updated following the SAP strategy for parallel generation of optimizer statistics. For optimal performance, perform a statistical update regularly.

Recommendation: Schedule the Update Statistics task weekly. For detailed information about the SAP strategy for parallel generation of optimizer statistics, including the update of the data distribution statistics of your database, see SAP Note 403713.
Note: If your users/developers are allowed to create their own tables or indexes, we recommend that you schedule the second phase of the SAP two-phase strategy (as described in SAP Notes 132861, 93098, and 93256) daily. Because Oracle does not create statistics for newly created objects, these objects remain without valid statistics until the next update run for the uptimizer statistics. Running the second phase of the two-phase strategy daily will create only a very small overhead but will identify and refresh objects without statistics.

	Note number
	Description

	132861
	CBO: Weekly scheduling with SAPDBA

	184513
	CBO: Parallel generation of optimizer statistics

	336325
	CBO: Statistics creation on partitioned tables


 AUTONUMLGL  \e   Optimizer Statistics for InfoCube and ODS Data

The RDBMS uses a Cost-Based Optimizer to determine the most efficient method to retrieve the data. Without information about the data values (optimizer statistics), the Cost-Based Optimizer may make assumptions that are very wrong, and may calculate a retrieval method that will require an excessive amount of time to execute. Therefore, it is crucial to have accurate optimizer statistics in order to have the Cost-Based Optimizer determine the most efficient query plans.

As of BW Release 1.2B, ABAP report SAP_ANALYZE_ALL_INFOCUBES analyzes all tables in the APO System that are related directly to APO (InfoCubes, master data, and aggregates). It has one input parameter: the size of the sample that should be drawn from each table in order to derive the statistical information. This size is defined in percent. The other tables non related directly to APO need to be analyzed periodically using the SAPDBA.

Recommendation: You should schedule a job with the report SAP_ANALYZE_ALL_INFOCUBES weekly with an initial sample size of 10%. All other tables not related directly to APO must be analyzed by the SAPDBA weekly as well. It is important to finish the SAPDBA analysis before the report SAP_ANALYZE_ALL_INFOCUBES starts. Before you perform a refresh, please consider the following:
1. After the initial historical load or a load of a significant amount of data, the optimizer statistics must be recalculated.
2. For small delta data loads, you do not have to analyze every load. These small loads will have little impact on the optimizer statistics.

	Note number
	Description

	129252
	Oracle DB Statistics for BW Tables

	132861
	CBO: Weekly scheduling with SAPDBA

	184513
	CBO: Parallel generation of optimizer statistics

	336325
	CBO: Statistics creation on partitioned tables


 AUTONUMLGL  \e   Database Administration

	


YELLOW
	Some problems regarding database administration have been found. Check the following sections for possible problems that may be caused by the way you administrate your database.
NOTE: A remote service cannot verify certain important aspects of your administration strategy, such as your offsite storage of database backups and whether the backup tapes can be read correctly.


 AUTONUMLGL  \e   Backup Strategy

 AUTONUMLGL  \e   Backup Cycle

According to the answers you provided in the GoingLive questionnaire, you are planning to retain backup volumes for at least 28 days, which meets the minimum requirement established by the GoingLive Check.

 AUTONUMLGL  \e   Backup Frequency

According to your answers on the GoingLive Questionnaire, you are not planning to perform a full database backup at the end of every business day.

Recommendation: SAP recommends performing a full database backup after each working day. If the available backup window is too short for performing full backups, partial backups should be performed on a daily basis. The more frequently you back up your database, the shorter the duration of a potential recovery.

 AUTONUMLGL  \e   Archive Frequency

According to your answers in the GoingLive Questionnaire, you plan to archive your redo logs at least once a day, which is the minimum required. We recommend that you make two additional copies of each redo log (for example, by using the BRARCHIVE option "cds").

 AUTONUMLGL  \e   Backup Verification and Consistency Check

Recommendation: Performing a verification run of a backup at least once during the backup cycle to detect problems in the restore scenario at an early point of time. Note that the verification run will double the backup time. You should also check the database for corrupted blocks at least once during the backup cycle, as described in SAP Note 23345. As of R/3 Release 4.0, you can use the Oracle tool DB Verify to check the database for corrupted blocks using the option "-w use_dbv" of the brbackup and brrestore. If backups are performed using BACKINT, use the option "-w only_dbv" instead (see SAP Note 155524).
To protect against data loss, you must have a correct backup strategy. It is crucial for your database to have at least one backup with a subsequent verification available at any point of time. In addition to security aspects, the maximum available downtime in case of recovery must also be taken into account when planning a backup strategy.
In case of block corruption, the last verified successful backup may be needed for the restore and recovery not the last successful one.
We recommend testing a restore and recovery scenario at least once before going live.

 AUTONUMLGL  \e   Space Management

 AUTONUMLGL  \e   Tablespaces PSAPODSD/PSAPODSI

Recommendation: Verify that the tablespaces PSAPODSD and PSAPODSI are large enough for all transfer data and PSA data. Because table EDI40 (in the APO System) might get very large, it should be located in an separate tablespace. Table EDI40 must remain as a clustered table. Do not make EDI40 a transparent table, which requires more space. You should remove the IDocs from EDI40 after a successful load of the InfoCube(s). Since these records are not removed automatically, you must remove them manually.
Additionally, you should consider archiving the PSA records.

 AUTONUMLGL  \e   Extents of Tables and Indexes

 AUTONUMLGL  \e   Tables and Indexes reaching the MAXEXTENTS limit

	Table or Index Name
	Number of Extents
	MaxExtents
	MaxExtents Recommended

	RSDDSTATAGGRDEF
	313
	350
	455


If a table or index is close to the extents limit defined by the parameter MAXEXTENTS and tries to allocate more extents than defined by this parameter, a runtime error occurs and the transaction that has caused this error aborts with a short dump.

Recommendation: Use SAPDBA to increase the MAXEXTENTS value of the above tables and indexes. The MAXEXTENTS parameter for an object can be changed without shutting down the system, thus allowing processing to continue.

 AUTONUMLGL  \e   Further Database Recommendations

 AUTONUMLGL  \e   Oracle Memory Leak

Warning: Because of a bug in Oracle 8 (only when using SAP Basis Release 4.0 and higher), there may be a major increase in memory consumption of the Oracle shadow processes on the database server (see SAP Note 128221).

To ensure that the Oracle bug does not affect your system, check the paging on the database server carefully after going live. If the paging on the database server is abnormally high, implement SAP Note 128221.

 AUTONUMLGL  \e   SAP Tools

Recommendation: Implement the newest release of the SAP tools SAPDBA, BRBACKUP, BRARCHIVE, BRCONNECT, BRRESTORE, and BRTOOLS from sappier before the start of production. See SAP Notes 12741 and 19466.

 AUTONUMLGL  \e   Important Notes for Oracle

To optimize system performance and to prevent data loss or system downtime, implement the following SAP Notes as soon as possible.

	Note number
	Description

	0354080
	Performance problems / Overview of Notes

	0336403
	ORA 600 [17112] [17114] [17172]

	0128221
	Increased memory consumption with Oracle 8

	0314719
	BW2.0 ORACLE FEATURES

	0353154
	ALERT: Security problem of the Oracle Listener

	0326743
	RZ20: Oracle collecting tool causes expensive SQL

	0375130
	ORACLE 8.1.7: SQL query with multiple OR conditions

	0387056
	Additional bugfixes for 8.1.7

	0362060
	Current Support Package set for Oracle 8.1.7

	0335505
	Performance when accessing Oracle dictionary w.8.1.

	0395437
	Heavy insert cause ora-7445 and instance crash

	0380523
	Wrong results with STAR_TRANSFORMATION_ENABLED=TRUE

	0425479
	Missing Table statistics


 AUTONUMLGL  \e   LiveCache checks

The following liveCaches are active in your APO System.

	liveCache Name
	liveCache Server Name
	liveCache Version.Build
	liveCache sum data devspaces [MB]
	liveCache sum log devspaces [MB]
	OS
	liveCache Memory
	number of CPU

	LCA
	oin14
	7.2.5.01
	4096
	3072
	AIX
	3000
	2


 AUTONUMLGL  \e   Analysis of liveCache LCA

 AUTONUMLGL  \e   Disk Configuration LCA

LiveCache Disk Size of Data Devspaces

The disk size available in the configured liveCache data devspaces must exceed certain limits to ensure the liveCache functions properly. Otherwise, requests to the liveCache may fail due to insufficient disk space.

The disk space assigned to the liveCache is not sufficient.

Recommendation: Increase the size of the disk space eight times of the size of the liveCache data cache (minimum 8 GB).

LiveCache Availability

Availability of the liveCache is crucial for a properly functioning APO System. To optimize liveCache availability, we recommend that you:
- Use log mode "DEMO" and place all log devspaces on Raid 1 devices.
- Mirror the system devspace and the data devspaces. Use at least Raid 5. Better yet, use Raid 1.

Recommendation: The disk configuration of your liveCache meets or exceeds the availability standards required in a production APO System.

LiveCache Performance

We recommend that you physically separate the following:
- Log devspaces from data devspaces and the system devspace
- Log devspaces from each other
- The system devspace from the data devspaces
- For RAID 1 configuration or separated disk  the data devspaces from each other (to enable the use of the database striping mechanism)

Note: The liveCache operates in log mode 'Demo' in order to optimize performance.

The disk configuration of your liveCache does not use the options available to ensure performance.

Recommendation: To optimize the disk configuration, with respect to performance, follow the recommendations provided at the beginning of this section.

 AUTONUMLGL  \e   Performance LCA

LiveCache Parameters

The liveCache parameters in the table listed below should be adapted. Please perform the changes using the liveCache administration tool DBMGUI.
Please note that the recommendations for DATA_CACHE, OMS_HEAP_LIMIT are based on the current memory and the recommendation for MAXCPU is based on the current number of CPU of your liveCache server.

	Parameters
	Description
	Current value
	Recommended value

	DATA_CACHE
	Size of the Data Cache in 8KB pages
	98240
	165500

	MAXUSERTASKS
	Max number of concurrent liveCache sessions.
	50
	68

	TRACE_PAGES_GC
	area size of GarbageColector Trace
	0
	20

	_USE_THRD_FOR_TSK
	determines if a task is located in a thread
	NO
	YES


 AUTONUMLGL  \e   Administration LiveCache LCA

Backup of liveCache

Your procedure for backing up the liveCache differs from our recommendations.

Recommendation: SAP recommends performing a full liveCache backup after each working day.  The more frequently you back up your database, the shorter the duration of a potential recovery.

Implementation: Schedule report /SAPAPO/OM_CHECKPOINT_WRITE with variant CHKPT_BCKUP to run daily at 12 AM.
 Refer to SAP Note 385808 and 385216 to schedule this report and for further information about periodic background jobs.

 AUTONUMLGL  \e   SAPOSCOL Check of the LiveCache Server

Recommendation: For analyzing hardware- and operating load on liveCache server we recommend to implement an SAPOSCOL on liveCache server.

Implementation: See SAP Note 19227 to implement SAPOSCOL. Check Note 371023 and 402535 for further information.

 AUTONUMLGL  \e   SAPOSCOL Check of the Optimizer Server

Recommendation: For analyzing hardware- and operating load on optimizer server we recommend to implement an SAPOSCOL on optimizer server.

Implementation: See SAP Note 19227 to implement SAPOSCOL. Check Note 371023 and 402535 for further information.

 AUTONUMLGL  \e   APO frontend checks

Recommendation: The APO frontend requires a minimum of 64MB of main memory. However, SAP recommends to use at least 128 MB main memory. Response time will be negatively influenced by OS paging on frontend servers that do not meet those minimum requirements. The APO Frontend requires at least a 133 MHz processor or an equivalent. However, SAP recommends to have at least a 350 MHz processor or an equivalent. Check note 196998 for details. Another important factor strongly influencing the response time for APO application users is the speed of the network connection between the APO application servers and the frontend servers.

 AUTONUMLGL  \e   Important SAP Notes for APO systems

To optimize system performance and to prevent data loss or system downtime, implement the following SAP Notes as soon as possible.

Important notes for APO Systems

	Note number
	Description

	382050
	Deleting (SD) orders: database index is inactive

	202344
	Setting up DB connection in OSS

	386714
	SQLSTUDIO + DBMGUI Installation from sapserv

	384077
	APO: Optimizing CIF Communication

	389770
	Update Statistics fo Tables in the liveCache

	398800
	LC memory consumption rising or is already too high

	394983
	Tool to repair existing time series objects


Recommendation: Because of performance advantages we strongly recommend to use the inbound technology in a APO system.

Implementation:
Note 388001: Umstellung auf Inbound-Queues
Note 388528: Umstellung auf Inbound-Queues
Note 416475: Customizing für Inboundqueues

 AUTONUMLGL  \e   APO to R/3: CIF Settings

	


GREEN
	Our analysis of your overall Customizing settings for APO CIF indicates that most of your settings are, in our experience, consistent with good performance.
Recommendation: Continue to regularly apply APO Support Packages and SAP Notes as soon as they become available to benefit from the most recent coding improvements.


 AUTONUMLGL  \e   Business System Groups (BSV)

R3 Source Systems

You have defined the following source systems as R/3 Systems and the business system groups (BusSystGrp) for communication with the Advanced Planner and Optimizer.

	BusSystGrp
	LogSys
	R/3 Flag
	Release

	CQ1BSG1
	AP1090
	X
	46B


 AUTONUMLGL  \e   APO Backend Systems: CIF Configuration

	


YELLOW
	During our analysis of your settings for the Core Interface (CIF) on the connected R/3 System(s), we found one or more issues that could present performance problems now and in the future.


 AUTONUMLGL  \e   CIF Settings for R/3 System AP1

R/3 Plug In Version

	Latest R/3 Plug In Release
	Current R/3 Release
	Current R/3 Plug In Version

	PI 2001.1
	4.6B
	2000_2_46B


Your current R/3 Plug-in is not up-to-date.

Recommendation: Update your R/3 Plug-in to the latest release and latest Support Package.
Background: Only the latest R/3 Plug-in release is supported by Support Packages.

APO Target Systems and Related RFC Destination Settings

Destinations to APO Systems

You have defined the following target system(s) and operation modes for communication with the Advanced Planner and Optimizer.

	Logical System
	OP Mode

	CP1CLNT001
	T


If any critical settings were detected for these logical destinations, you will find them below.

System Setting for Transactional RFCs

	RFC Destination
	Connection Attempts up to # Tasks
	Time Between Two Tries [mins]

	CP1CLNT001
	
	


The tRFC settings for the RFC destination are important for the handling of temporary connection problems. The above reported RFC destinations show critical settings that do not allow stable operation.

Recommendation: You should have approximately 30 tries with a time of 2 minutes between two tries.
Implementation: To maintain the tRFC settings, run transaction SM59 and expand ‘R/3 connections’. Select the RFC destination. Choose Destination -> TRFC options. Maintain the fields. Choose ‘Continue’, and save the settings.

Setup of table ROIDOCPRMS

One part of table ROIDOCPRMS in every SAP source system controls the data transfer from the source system to the APO system. Table ROIDOCPRMS contains the following information:
maxsize - Maximum size of an IDoc packet in KB
statfrqu - The number of packets that are transferred before statistical information is sent
maxlines - Maximum number of records sent in one IDoc packet
maxprocs - Maximum number of dialog work processes per upload request used to send the data to the APO system
The correct setup of this table is important for performance and stability of the upload process. We checked the setup of this table.

Recommendation: To avoid potential extraction problems, change the entries in table ROIDOCPRMS as explained in the table below. IMPORTANT: These recommendations are not valid if you use flat file transfer for data upload!

Consequences: If the setting for maxsize is too large, data packets will be very large. The work process(es) on the APO server assigned to these packets may time out or encounter memory problems. If the setting for maxlines is too large, the high number of records per data packet might lead to dumps in the source system or memory problems on the APO server.

Implementation: Maintain the settings using transaction 'SBIW'-> select 'General Settings' -> 'Maintain Control Parameters for the data transfer'
If you have problems, please check SAP Note 176640.

Note: If table ROIDOCPRMS is empty, the systems use default values during runtime. You should not allow these default values to be used.

 AUTONUMLGL  \e   Server Checks

The server checks cover the correct operating system settings and a swap/paging space check for each server. With AIX, the SAP System requires a special setting for the operating system kernel parameter "maxuproc" to use system resources. If this kernel parameter is not set as required, database or SAP startup may fail or runtime errors may occur. To ensure the stability of the SAP System, enough swap space must be available on the server where the SAP System and the database run.
Note: Only SAP applications and the database should run on this server. If non-SAP applications are running, and are using a significant amount of swap space, these applications are not recognized. We will only report the result of the swap space check if a server does not have enough swap space.

Our general strategy with respect to operating system parameters and swap space is to set them to limits that, under all known circumstances, cause no problems. Therefore, some recommendations may not be necessary for your actual environment. However, applying them may prevent future problems.

 AUTONUMLGL  \e   DATABASE SERVER 1
OS Kernel Parameters

Our check has shown that the kernel parameter "maxuproc" is set correctly. No action needs to be taken.

AIX PTF Check

If async I/O is switched on with operating system version AIX 4.3.3.25 or 50 or possibly 70, severe AIO hang situations may occur. That cannot be resolved without rebooting the server. No normal shutdown will be possible.

Recommendation: Please install APAR: IY13988 and IY14581 (Refer to SAP note 413960). More infos: techsupport.services.ibm.com/rs6k/fixdb.html
In any case of doubt, please contact IBM directly.

Swap/Paging Space

	Available Swap/Paging Space in MByte
	Recommended Swap/Paging Space in MByte

	6400
	20480


Recommendation: Increase the operating system paging space to at least the recommended size listed in the above table.

 AUTONUMLGL  \e   APPLICATION SERVER 1
OS Kernel Parameters

Our check has shown that the kernel parameter "maxuproc" is set correctly. No action needs to be taken.

AIX PTF Check

If async I/O is switched on with operating system version AIX 4.3.3.25 or 50 or possibly 70, severe AIO hang situations may occur. That cannot be resolved without rebooting the server. No normal shutdown will be possible.

Recommendation: Please install APAR: IY13988 and IY14581 (Refer to SAP note 413960). More infos: techsupport.services.ibm.com/rs6k/fixdb.html
In any case of doubt, please contact IBM directly.

Swap/Paging Space

	Available Swap/Paging Space in MByte
	Recommended Swap/Paging Space in MByte

	10368
	20480


Recommendation: Increase the operating system paging space to at least the recommended size listed in the above table.

Note for AIX Settings

To verify the stability and performance of your R/3 System, please note the following recommended settings for AIX. We cannot check these settings by remote analysis.

1. User Characteristics
To allow the OS processes to access system resources, R/3-specific OS users require specific settings (that is, user characteristics). Errors can occur if R/3 or the database requires system resources (such as more CPU time, a large file, or more process local memory) but the relevant user setting does not allow this resource to be accessed. Thus, the startup of the database or R/3 may fail, or runtime errors may occur.

Please check the user characteristics as described in the manual "Operating System Dependencies." This manual is part of the R/3 installation kit and the R/3 upgrade kit.

2. "vmtune" Settings
"vmtune" settings affect server performance. We recommend that you implement R/3 Note 78498. Poor vmtune settings may worsen the performance significantly.

3. AIX Environment Setting
The environment setting PSALLOC affects server stability and performance. Normally, PSALLOC should NOT be set. See also R/3 Note 36410.

Application Link Enabling (ALE)

These checks help you to optimize the performance of the ALE functions of your APO System System by maximizing the volume and (for real-time usage) the speed of document throughput, and by minimizing the interference of ALE communications with other users.

Our analysis indicates that your current ALE setup may cause serious performance problems.

Recommendation: You should change the ALE setup according to the following recommendations.
Note: In some exceptional cases, other ALE settings may be more suitable for your business needs. If you consider that your case is exceptional, consult SAP Support.

Send Direction (Outbound IDocs)

IDoc Packaging

Collecting IDocs in properly sized packets can improve your ALE performance. YELLOW alerts in the column "Rating" indicate message types that are not processed in packets of suitable size. Additional messages in brackets, if there are any, indicate either user-defined message types or message types for which not all necessary data were provided in the questionnaire. For these message types, only rough estimates can be provided. You should thoroughly analyze the recommended figures before implementing them.

Recommendation: Switch to packet processing using the packet sizes suggested in the following table.
Consequences: The nature of your business transactions may not be amenable to packet processing. For example, packet transmission to some non-APO System receivers may not be possible.
Implementation: Outbound packaging can be set in ALE Customizing.

	Mess. type
	Partner sys.
	Curr. packet size
	Rec. packet size
	Rating

	RSPQST
	AP1090
	1
	160
	yellow, data incomplete, msg. type size unkno

	POAPSIF_RECIEVELISTOP
	XXA86
	1
	85
	yellow, data incomplete, msg. type size unkno

	PABS_RCEICE DETAIL
	XXA86
	1
	5
	yellow, data incomplete, msg. type size unkno


Communication Management

The communication setup between the sending APO System and the receiving partner can affect the performance of your APO System. The following checks help you improve the setup of the communication components used by ALE.

Registration of external receivers

	Logical Destination
	Partner System
	Registered
	Rec. # of Registrations (*)

	-
	XXA86
	(
	XXA86


Recommendation: You should register all external programs and use the recommended numbers of multiple registrations.
Consequences: Multiple registration means that multiple instances of the external program run simultaneously. Ensure that your external receiver can handle simultaneous processing (for example, by contacting the program vendor). If it cannot, you should register only once.
Implementation: Use ALE Customizing (transaction SM59) and choose the relevant logical destination and register the program ID. Multiple registration can only be implemented by multiple starts of the external program using the same registration ID.

Automatic TRFC error retry background scheduling

Our analysis shows that you have set up automatic background retry for the following RFC destination(s): .

Recommendation: Switch off automatic background retry for tRFC communication errors for these destinations, and schedule report RSARFCEX (if you have not already done so).
Consequences: The reaction time to communication errors is the scheduling frequency of report RSARFCEX instead of the frequency defined in the SM59 tRFC options (which is 15 minutes by default).
Implementation: Choose the appropriate RFC destination in transaction SM59. Choose 'Destination', select tRFC options and mark an 'X' in column 'Suppress background job by communication error', and schedule report RSARFCEX.
Background: Communication errors are handled most efficiently by regularly scheduling report RSARFCEX to retry the execution of failed tRFC calls.

Administration

Reorganization of TRFC queue

Regularly reorganizing the tRFC queue ensures good performance of the tRFC calls.

Recommendation: Monitor the tRFC queue daily, and reorganize the tRFC queue weekly. To ensure that proper monitoring is done, report RSARFCER should be run manually by the person responsible for monitoring the tRFC queue. You should never schedule RSARFCER as an automatic reorganization job.
Implementation: Use transaction SM58 to check the tRFC queue for errors, and correct all errors of the tRFCs in the selection range before you run the reorganization report RSARFCER. Because report RSARFCER deletes tRFC queue entries selected by the selection critera, you must ensure that all the tRFCs selected for deletion are no longer used.

Receive Direction (Inbound IDocs)

IDoc Packaging

Collecting IDocs in properly sized packets can improve your ALE performance. YELLOW alerts in the column "Rating" indicate message types that are not processed in packets of suitable size. Additional messages in brackets, if there are any, indicate either user-defined message types or message types for which not all necessary data was provided in the questionnaire. For these message types, only rough estimates can be provided. You should thoroughly analyze the recommended figures before implementing them.

Recommendation: Switch to packet processing using the packet sizes suggested in the following table.
Consequences: The nature of your business transactions may not be suited to packet processing.
Implementation: Inbound packaging can be set in the variants of job RBDAPP01.

	Mess. type
	Partner sys.
	Curr. packet size
	Rec. packet size

	RSREQUEST
	BP1001 ( BIW )
	1
	200

	STAPS_SAVE
	XXA86
	50
	200

	STAPS_SAVE
	XXA86
	50
	200

	POAPS_SAVE
	XXA86
	50
	35


Communication Management

The communication setup between the sending partner and the receiving APO-end can affect the performance of your APO System. The following checks help you improve the setup of the communication components used by ALE.

RFC server groups

Our analysis shows that you have not defined RFC server groups and/or have not used them sufficiently in the RBDAPP01 jobs scheduled.

Recommendation: To reduce the risk of an overload of the dialog work processes, you should create and use RFC server groups.
Implementation: Use transaction RZ12 to create an RFC server group. Use this RFC server group in the variants of RBDAPP01.
Background: Asynchronous RFCs (aRFCs) are used for parallel inbound processing. aRFC overloads at the receiver can be effectively controlled with RFC server groups.

Logon authorization of R/3 senders

APO System log on requires more time for a user with many authorizations than for users with only a few authorizations.

Recommendation: Check the authorizations of your ALE users, and minimize their authorizations. For users who handle incoming message type(s), create or change the authorization profiles accordingly. If necessary, use different users for message types that are processed immediately than for those that are processed in the background.
Implementation: Use transaction SU01 to change the user profiles.
Background: Unless you set 'immediate' inbound processing, users only need authorization B_ALE_RC_ALL for all message types. For immediate processing, they also need authorizations for the applications performed by inbound processing.

Logon of external senders

Recommendation: Ensure that the external sender programs that transmit the following message type(s) log on only once, and maintain a connection to your system at all times: POAPS_SAVE STAPS_SAVE STAPS_SAVE. This reduces overhead caused by repeated logon requests to the APO System System.
Consequences: Because it runs continuously, your external program may use up operating system resources on the external system.
Implementation: The external program may have to be changed or called using different options.

	Message Type
	Partner System

	STAPS_SAVE
	XXA86

	STAPS_SAVE
	XXA86

	POAPS_SAVE
	XXA86


Administration

Reprocessing of failed inbound IDocs

You have scheduled report RBDMANIN, which reprocesses failed inbound IDocs, more than four times per day or with a time window of more than one week.

Recommendation: Schedule report RBDMANIN less than four times per day and with a time window of less than one week. You should also specify the list of error codes to be handled by report RBDMANIN.
Consequences: Before using the 'Error status' field, you should carefully analyze the conditions under which reprocessing becomes necessary in your system. It may be an involved task to establish a complete list of error values.

Controlling and Archiving

Archiving of IDOCs & archiving/reorg. of work items

In the questionnaire, you stated that you perform or plan to archive your most important ALE message types at less than the required rate, and that you do not archive a sufficient number of major message types.

Recommendation: You should change your IDoc archiving strategy, and schedule an archiving run about every 100,000 IDocs.
Consequences: If you do not archive IDocs, the performance of ALE will continually decline.
Implementation: Use transaction SARA with object 'IDOC' to archive IDocs.
Note: The recommended archiving frequency depends on the number of IDocs that are processed by your system. Normally, you should schedule an archiving run about every 100,000 IDocs.

If you have not already done so, we recommend that you schedule work item archiving (archiving object WORKITEM) or reorganization at the same time as IDoc archiving. To delete work items, use the reports RSWWWIDE and RSWWHIDE. Archiving of work items is only supported as of SAP Basis Release 3.0D. See also SAP Note 49545.
If you use workflow, you should reorganize workflow tables and indexes occasionally at the database level, depending on the database used. See also SAP Note 72873.

 AUTONUMLGL  \e   Remote Function Call

 AUTONUMLGL  \e   qRFC Administration

qRFC Version

Your qRFC version is not up-to-date.

Recommendation: Implement the most recent qRFC version (6.10.042 or higher).
Implementation:  Follow the instructions in SAP Notes 166096 and 0416049.

Important: During the implementation of the most recent qRFC version new indexes might be created for the following database tables:
ARFCSSTATE,
ARFCSDATA,
ARFCRSTATE,
TRFCQOUT,
TRFCQIN,
TRFCQINS,
TRFCQSTATE or
TRFCQDATA.
If write accesses to these tables occur during the creation of these indexes, the creation of these indexes might fail.
To avoid performance problems after the implementation of the most recent qRFC version you should verify that all indexes were created correctly:
Perform the following for all database tables listed above: Call transaction SE14. Enter the name of the table into field "OBj. name." Select radio button tables and press button "Edit". Press button "Check".  Select radio button "Database object" and press confirm button.
If you get the message that the database object is not consistent, press button "Activate and adjust database " to correct the error.

Note: Some basis support packages contain older versions of qRFC. Please check whether the qRFC version is still 6.10.042 after the implementation of basis support packages and reimplement the current qRFC version if necessary.

 AUTONUMLGL  \e   Further SAP System Checks

 AUTONUMLGL  \e   Software Logistics

A remote analysis of your production system and the settings related to software logistics has been made. Our comments and recommendations follow.

System Landscape and TMS

System Landscape and Domain

The following system landscape and TMS configuration was derived from your production system CP1 in order to review the change and transport system in your production system.

Transport Domain Configuration
	Domain Name
	Domain Controller
	Domain Description

	DOMAIN_CD1
	CD1
	Transport domain CD1


Systems in Domain
	Domain Name
	System Name
	Transport Group

	DOMAIN_CD1
	CD1
	GROUP_CD1

	DOMAIN_CD1
	CQ1
	GROUP_CD1

	DOMAIN_CD1
	CP1
	GROUP_CD1


Clients

Defined Clients

The following clients exist in the production system.

	Client
	Description

	000
	SAP AG Konzern

	001
	APO Mandant

	066
	Test EarlyWatch Profiles


Client-indep. Customizing and Repository Objects

The client attributes for one or more clients in your production environment allow the client-independent Customizing and/or Repository objects in the production system to be changed.

Recommendation: To ensure a stable production environment, set the client attributes to prevent changes to client-independent Customizing and Repository objects.
Background: Changing Customizing and Repository objects should be performed in the development client. The results should then be tested and verified in the quality assurance environment, and finally transported to the production client. This ensures consistent Customizing across all APO System Systems in the system landscape.

Copy protection

The client attributes allow the client copy to overwrite the production client. This means a client copy can delete all contents of a client prior to introducing new client settings and data.

Recommendation: To ensure that the production client is not accidentally overwritten by a client copy, modify overwritten client attributes for the production client using the client maintenance function.

Change Management and Modifications

Change requests in systems other than the development system

Change requests have been created in systems other than the development system and transported to the production system. The system IDs of the corresponding systems are listed in the table.

Recommendation: Change requests should only be created in the development system and be transported from there to the other systems in your system landscape. Changes originating from more than one system environment can result in Customizing inconsistencies. As well, creating and modifying Repository objects in more than one APO System will make upgrading of the system landscape more time consuming and may result in the loss of object versions.
If changes have been made in more than one system in the system landscape, ensure that the changes have been distributed to all other APO System Systems.

	Source System
	Number of requests

	CQ1
	4

	AD1
	5


Changes in the production system

Change requests have been created in the production system.

Recommendation: Change requests should only be created in the development system, and transported from there to the other systems in your system landscape, as defined in the transport system. To avoid making changes in the production system, use the client attributes and the system change option appropriately. If it is necessary to make changes in the production system, verify that these changes are also distributed to all other systems in the system landscape.

Repairs in the production systems

Repairs have been made in the production system.

Recommendation: Repairs (modifications to SAP Repository objects) in the production system should only performed in exceptional cases. Whenever possible, these modifications should be made in the development system so that they can pass quality assurance testing and verification before being imported into the production system.
Repairs made directly in the production system must be distributed to all systems in the system landscape. Otherwise, the resulting inconsistency between APO System Systems makes the quality assurance process inoperative. If performed, repairs in production should be released and confirmed in the production system, duplicated in the development system, and transported from the development system to the quality assurance and production systems.
Note: During an upgrade, modifications to objects related to the central APO Basis System are limited to adopting SAP standard settings. See SAP Notes 63872 and 33888. If you have any questions, contact a Basis consultant or the SAP Remote Consulting services.

Documentation of Modifications

To be able to decide how to adjust modifications for an upgrade of your SAP system, you should always record the purpose and source of these modifications. Documentation can consist of comments in the source code or in the related change request, or an external written log.

Recommendation: Always document modifications. If your modifications are based on SAP-supplied error corrections, document the SAP Notes and release dependencies you used.

Installed Software Components and SAP Support Packages

These are the components that are installed in your SAP System.

	Software Components
	Component Release
	Type

	SAP_ABA
	46C
	C

	SAP_APO
	30A
	C

	SAP_BASIS
	46C
	C

	SAP_BW
	20B
	C


SAP Support Packages

SAP Support Packages contain collections of corrections that should be performed in the SAP System. SAP Support Packages are available to all customers through SAPNet - Further APO System Frontend (Service -> SAP Patch Service) and SAPNet - Web Frontend (SAPNet alias ocs-download). You can apply SAP Support Packages using the SAP Patch Manager (transaction SPAM).

Support Package Level of Components

	Patch
	Type of Patch
	Description

	SAPKA46C18
	COP
	ABA Support Package 18 for 4.6C

	SAPKB46C18
	COP
	Basis Support Package 18  for 4.6C

	SAPKW20B16
	COP
	BW Support Package 16 for 2.0B

	SAPKY30A12
	COP
	APO Support Package 12 for 3.0A


The Support Package Level of Components table displays the current status of your SAP System with respect to Support Packages.

 AUTONUMLGL  \e   Important periodic jobs

Certain jobs must run periodically in a production APO System - for example, deleting obsolete jobs or spool objects. If these periodic jobs are not run, system performance may get worse over time. Unfortunately, there is currently no easy-to-use support for such jobs in Basis Customizing. Therefore, the jobs must be scheduled manually. For more information, see SAP Note 16083.

Job schedule for report RSPO1043

Report RSPO1043 resets write locks and deletes inconsistent objects in spool tables TSP*. Tables TSP* contain spool job administration data and spool data.

Recommendation: Schedule report RSPO1043 on a regular basis. See SAP Note 98065 for details.

Job schedule for report SAP_DROP_TMPTABLES

Recommendation: Define a variant for report SAP_DROP_TMPTABLES.
Implementation: Schedule a monthly job called SAP_DROP_TMPTABLES, with report SAP_DROP_TMPTABLES as a job step. For detailed information, see SAP Note 308533.

Report SAP_DROP_TMPTABLES removes temporary objects (temporary tables starting with /BIC/01..., /BI0/02..., /BI0/03...) from the database. APO uses several temporary objects for query and other processing. These temporary objects are often created outside the ABAP Dictionary for performance reasons or because they cannot be defined there (like stored procedures or triggers).

 AUTONUMLGL  \e   Configuration for BW Upload

 AUTONUMLGL  \e   Dropping of secondary indexes

Deleting InfoCube indexes during data upload improves the load performance.

Recommendation: Set up the automatic deletion of the indexes.
Implementation: To change the settings regarding index deletion, call transaction RSA1. Select the corresponding InfoCube. Using the right mouse button, select 'InfoCube Performance'. Select 'Delete InfoCube indexes before each data load and then recreate' and 'Also delete and then recreate indexes with each delta upload' to ensure that the indexes are automatically deleted and rebuilt during data load and upload.
Important: 1. Do not set up automatic deletion for BW releases prior to BW Release 1.2B, patch level 8.
2. If you perform delta uploads with only a small amount of data, it might be faster not to delete the indexes.
3. If you are performing data uploads while users are executing queries, the runtime of those queries may be very high due to the deletion of the indexes.
4. If you load transactional data in parallel (for example with InfoPackage groups) or many packets consecutively, do not use the flags. Instead of using the flags, use the function module RSDU_DROP_SECONDARY_INDEXES to drop the secondary indexes before the upload of data and use the function module RSDU_REPAIR_SECONDARY_INDEXES to rebuild them after all the data has been written into the InfoCube.

 AUTONUMLGL  \e   Table RSADMIN Settings

The correct Customizing of table RSADMIN is important to avoid potential loading problems during the upload of files and loads using BAPIs.

Recommendation: Set the values of the RSADMIN table in your BW System as follows:

idoc_packet_size = 20000

infoidoc_frequency = 5


If the setting for idoc_packet_size is too small, too many packets will be created. This causes all available dialog processes to be allocated to upload the data. The remaining packets without an assigned dialog work process will constantly send requests to the enqueue work process. This results in high enqueue wait times and very poor overall performance.

If the setting for idoc_packet_size is too large, packets will be very large. The work process(es) assigned to these packets may time out.

	Note Number
	Description

	0138794
	Extraction parameter on BW/OLTP

	0159779
	Problems with BITMAPINDEX under ORACLE in BW

	0206370
	Timeout or deadlock when loading into InfoCube


 AUTONUMLGL  \e   Threshold value for data load

To avoid potential loading problems during the upload of files and loads using BAPIs, the Customizing of transaction RSCUSTV6 (if you still use BW 2.0A, transaction RSCUSTV1) must be correct .

Recommendation: Set the values for transaction RSCUSTV6 in your BW System as follows:

Packet size = 20000

FrequencyStatus-Idoc = 5

Partition Size = 1000000


Background: If the setting for Packet size is too small, too many small packets will be created. This will decrease upload performance.
If the setting for Packet size is too large, packets will be very large. The work process(es) assigned to these packets may time out.

 AUTONUMLGL  \e   ODS versus IDOC/ALE

Recommendation: Use the tRFC Operation Data Store (ODS) instead of utilizing IDOC/ALE. Using tRFC ODS has the following advantages:
-The tRFC ODS is faster than IDOC/ALE.
-There is less performance impact on the source system and BW System.
-The tRFC ODS provides the same functions as the IDOC/ALE.
-The tRFC ODS does not have the 1000 byte limit that the IDOC has.
The tRFC ODS, however, is limited to 255 fields and is available only for master data attributes and transaction data.
Note: The tRFC ODS upload should be performed in two steps; first to the ODS tables and then to the InfoCubes.

 AUTONUMLGL  \e   Important Notes for data upload

	Note Number
	Description

	130253
	Notes on upload of transaction data into the BW

	0206370
	Timeout or deadlock when loading into InfoCube

	0327828
	Performance of BW-Delivery systems


 AUTONUMLGL  \e   Important Notes for data upload

	Note Number
	Description

	130253
	Notes on upload of transaction data into the BW

	0159779
	Problems with BITMAPINDEX under ORACLE in BW

	0206370
	Timeout or deadlock when loading into InfoCube

	0362509
	ODS: Resource problems when activating

	0384023
	Optimize performance of ODS objects

	0327828
	Performance of BW-Delivery systems


 AUTONUMLGL  \e   Source System Settings

 AUTONUMLGL  \e   Setup of table ROIDOCPRMS

One part of table ROIDOCPRMS in every SAP source system controls the data transfer from the source systems to this BW System. Table ROIDOCPRMS contains the following information:
maxsize - Maximum size of an IDoc packet in KB
statfrqu - The number of packets that are transferred before statistical information is sent
maxlines - Maximum number of records sent in one IDoc packet
maxprocs - Maximum number of dialog work processes per upload request used to send the data to the BW system
The correct setup of this table is important for performance and stability of the upload process. We checked the setup of this table for all source systems connected to this BW System.

Recommendation: To avoid potential extraction problems, change the entries in table ROIDOCPRMS in the different source systems as explained in the table below.

Consequences: If the setting for maxsize is too large, data packets will be very large. The work process(es) on the BW server assigned to these packets may time out or encounter memory problems. If the setting for maxlines is too large, the high number of records per data packet might lead to dumps in the source system or memory problems on the BW server.

Implementation: To implement those settings you have two possibilities:
a) Modify all source systems centrally by using the Adminstration Workbench of BW
=> Transaction 'RSA1'->right mouse click on a Source System->'Customizing for extraction'-> You jump directly to the selected source system into transaction 'SBIW'-> select 'General Settings' ->'Maintain Control Parameters for the data transfer'
b) Maintain the settings in the different R/3 Source Systems
Transaction 'SBIW'-> select 'General Settings' ->'Maintain Control Parameters for the data transfer'
If you have problems, please check SAP Note 176640.

Note: If table ROIDOCPRMS is empty, the systems use default values during runtime. You should not allow these default values to be used.
If you use your BW as a Datamart, you have to maintain this table also on the BW system itself.

	Systemname
	Parametername
	Current value
	Recomended value

	AP1090
	maxsize
	000000
	20000

	AP1090
	maxlines
	000000
	50000

	AP1090
	statfrqu
	00
	10

	AP1090
	maxprocs
	00
	3

	CP1CLNT001
	maxsize
	000000
	20000

	CP1CLNT001
	maxlines
	001000
	50000

	CP1CLNT001
	maxprocs
	00
	3


 AUTONUMLGL  \e   Setup of table ROIDOCPRMS

One part of table ROIDOCPRMS in every SAP source system controls the data transfer from the source systems to this BW System. Table ROIDOCPRMS contains the following information:
maxsize - Maximum size of an IDoc packet in KB
statfrqu - The number of packets that are transferred before statistical information is sent
maxlines - Maximum number of records sent in one IDoc packet
maxprocs - Maximum number of dialog work processes per upload request used to send the data to the BW system
The correct setup of this table is important for performance and stability of the upload process. We checked the setup of this table for all source systems connected to this BW System.

Recommendation: To avoid potential extraction problems, change the entries in table ROIDOCPRMS in the different source systems as explained in the table below.

Consequences: If the setting for maxsize is too large, data packets will be very large. The work process(es) on the BW server assigned to these packets may time out or encounter memory problems. If the setting for maxlines is too large, the high number of records per data packet might lead to dumps in the source system or memory problems on the BW server.

Implementation: To implement those settings you have two possibilities:
a) Modify all source systems centrally by using the Adminstration Workbench of BW
=> Transaction 'RSA1'->right mouse click on a Source System->'Customizing for extraction'-> You jump directly to the selected source system into transaction 'SBIW'-> select 'General Settings' ->'Maintain Control Parameters for the data transfer'
b) Maintain the settings in the different R/3 Source Systems
Transaction 'SBIW'-> select 'General Settings' ->'Maintain Control Parameters for the data transfer'
If you have problems, please check SAP Note 176640.

Note: If table ROIDOCPRMS is empty, the systems use default values during runtime. You should not allow these default values to be used.
If you use your BW as a Datamart, you have to maintain this table also on the BW system itself.

	Systemname
	Parametername
	Current value
	Recomended value

	AP1090
	maxsize
	000000
	20000

	AP1090
	maxlines
	000000
	50000

	AP1090
	statfrqu
	00
	10

	AP1090
	maxprocs
	00
	3

	CP1CLNT001
	maxsize
	000000
	20000

	CP1CLNT001
	maxlines
	001000
	50000

	CP1CLNT001
	maxprocs
	00
	3


 AUTONUMLGL  \e   Important Notes for Source System Upload Settings

To optimize upload performance and to prevent any loading problems for the R/3 source systems, check and implement the following SAP Notes as soon as possible.

	Note Number
	Description

	124532
	Performance when loading data into BW

	130253
	Notes on upload of transaction data into the BW

	165504
	Loading R/3 data uses too many work processes

	327828
	Performance of BW supply systems

	385741
	Collective runs are not deleted

	351936
	Problems with different collective runs


 AUTONUMLGL  \e   Important Notes for Source System Upload Settings

To optimize upload performance and to prevent any loading problems for the R/3 source systems, check and implement the following SAP Notes as soon as possible.

	Note Number
	Description

	124532
	Performance when loading data into BW

	327828
	Performance of BW supply systems

	385741
	Collective runs are not deleted

	351936
	Problems with different collective runs


 AUTONUMLGL  \e   Preparations for the next sessions

 AUTONUMLGL  \e   Preparations for Optimization Session

The Optimization Session is the second session of the SAP GoingLive Check. During this session, the core business transactions you are using are checked.

Recommendation: To prepare for the session, perform the steps described in the following sections.

Focus of the Optimization Session

The Optimization Session of the SAP GoingLive Check will focus on the following modules:

PPDS, SNP and TP/VS.

To prepare the session, we need more information on your implementation.

Recommendation: Fill out the questionnaire and return it at least two weeks before the scheduled date of the session.

Note: The questionnaires are available in SAP Service Marketplace (http://service.sap.com) attached to a SAP Service Channel Message. Download the document, fill it out, upload the completed document and confirm the message.

You can access the SAP Service Channel through your personal Inbox in the SAP Service Marketplace (http://service.sap.com/inbox).

System of the Optimization Session

You have stated that the Optimization Session of the SAP GoingLive Check will be performed on the production system.

Recommendation: Ensure that the core business processes can be performed on the session day. Before the session is performed, a Service Engineer will agree details with you.

Buffer Configuration

You have stated that the Optimization Session of the SAP GoingLive Check will be performed on the production system that was analyzed in the Analysis Session.

Recommendation: Before the Optimization Session, implement the recommendations from the Analysis Session.
Background: The buffer settings must be optimal in order to perform the SQL Trace Analysis in the Optimization Session.

 AUTONUMLGL  \e   Further Recommendations

 AUTONUMLGL  \e   SAP Notes: Release 4.6

Consider the following SAP Notes to prevent or solve performance problems that may occur with R/3 Release 4.6.

For network sizing issues, refer to the document "Network Load for Release 4.6". You can find this document in the Service Marketplace under Hardware Sizing -> Media Center -> Literature.

	Note number
	Description

	203924
	Collective Note: Performance 4.6

	178616
	Resource Requirements for Release 4.6 B/C

	26417
	SAPGUI Resources: hardware and software

	103747
	Performance 4.0/4.5/4.6: Parameter recommendations

	203617
	High memory consumption with Easy Access menu

	164102
	Network load between app-servrs + front-end

	207971
	Authorization problems after upgrade to Rel. 4.6
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