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1 Management Summary

1.1 Overview of Current Methodology

This document provides information about the implementation methodology during the setup, operations and optimization phase. 
1.2 Run SAP Implementation Methodologies

IT system landscapes get more complex with every new integrated system component. This results in an increase of mission critical support regarding the operation of a system landscape. The total cost of operation is getting more attention in the companies during the last years. Therefore SAP has embraced experiences from thousands of customers regarding IT Operations and created:

· SAP Standards for End-to-End Solution Operations that contains customers’ mission-critical operations landscapes to reduce the risk of failure and to increase the skill base. 
· Run SAP, a robust operational methodology that underpins these standards and complements SAP’s implementation methodology ASAP (Accelerated Enterprise Support, a support offering that enables SAP Standards for End-to-End Solution Operations at lower total cost and across mission-critical support systems.

· SAP Enterprise Support, a support offering that enables SAP Standards for End-to-End Solution Operations at lower total cost and across mission-critical support systems (Accelerated SAP Standard for System Monitoring).
2 System Monitoring implementation – Design Phase

2.1 Goal of the design phase
During the design phase a lot of information needs to be collected within a central documentation. This central documentation is named System Monitoring Business Blueprint. The System Monitoring Template will guide the user through all the important phases of documentation and reflects all important steps of the Run SAP System Monitoring implementation phase. 

The goal of the design phase is to collect a list of Key Performance Indicators (KPI’s), which could be used for the System Monitoring. All implementations should be motivated by the goal of good performance and constant availability of the system landscape. Therefore it is important to define measurable goals and KPI’s. The definition of the goals in the design phase is independent of the used monitoring infrastructure.

For a more detailed description and implementation consider the SAP Book “Conception and Installation of System Monitoring Using the SAP Solution Manager” (ISBN 978-1-59229-308-7)

2.2 System Monitoring Implementation for Design Operations

2.2.1 Target of Implementation and KPI’s to measure System Monitoring 

The System Monitoring is responsible to distribute the information when a component is running into a critical situation, unless if this is a bad performance situation or a technical issue. The Alert Monitoring is no reporting tool, therefore it cannot be used for mid- or long term analysis. For mid- or long term analysis it is recommended to use Service Level Reporting as a part of System Monitoring.

2.2.2 System Landscape
To ensure that all important parts are covered in the System Monitoring Business Blueprint, it is crucial to collect information of all the involved systems and components. 

Table 1: Overview about SAP System Landscape

	SID
	SAP-
Application-
components
	Product-
release
	Installations-
number
	System-
description
	Comments for monitoring

	SC2
	SAP SCM
	4.0
	0120003413
	Development System
	not critical performace 

	
	
	
	
	
	


Table 2: Instances of SAP- System Landscape

	SID
	Instance
	Server
	Comments for monitoring

	SC2
	PWDF0445_SC2_00
	PWDF0445
	not critical performace

	
	
	
	


Table 3: Overview about additional components in the system Landscape

	SID
	Components assigned to SID
	Release
	Server
	Comments for monitoring

	SC2
	liveCache
	7.4.2.20
	PDSC200
	not critical performace 

	
	
	
	
	


2.2.3 Roles and responsibilities
It is important to define a structure of named responsible for the different components to ensure fast reaction in case of incidents, issues or modifications. In major components it is recommended to name one more or backup responsible to ensure the availability also in case of illness or vacation.
Use the enclose table four to document the responsibilities and roles.
Table 4: Overview about Roles and Responsibilities

	Component
	Organization
	Contact
	Responsibilities

	Implementation
	Generalist
	XYZ
	Responsibilities for monitoring

	
	
	
	


2.2.4 Monitoring Objects

Depending on the monitoring landscape, there are different challenges for the System Monitoring on the different systems. There are different possibilities to find out the relevant monitoring objects for the systems and components. One possibility is to check all the regular activities like health checks on the systems and try to define  KPIs for an automated monitoring. In this step you don’t have to care about the technical feasibility. Most of the health checks and manual activities are quite complex. Therefore most of these health checks result in more than one monitoring object. In manual checks it is possible to combine several KPIs or build up conditions between different monitoring objects. This is often not possible by an automated monitoring. During the definition of monitoring tasks it is important to formulate them as simple as possible. 

A possible source to find the appropriate monitoring tasks is, to analyze potential performance issues in the system landscape. To avoid different performance measures on the systems it is important to define an object that represents the performance of the whole system. 

System Monitoring is an objective tool to represent the systems performance and the availability of objects.
Table 5: Overview about monitoring tasks and objects

	Monitoring Task
	Analyzing Transaction
	Customer Description
	Monitoring-Type

	Availability of Workprocesses
	SM50
	Check the amount and the status of all work process 
	System Status


3 System Monitoring Implementation – Setup Operation

3.1 Proposals by SAP
Usually SAP provides a basic set of monitoring objects for their products. To access the information you can use Excel work sheet, which is attached to SAP Note 1023959. The monitoring sets are a proposal of typical objects, with respect to the already discussed categories like availability and performance of the systems. 

The SAP Note includes various Excel sheets with monitoring objects recommendations. There is one basic compilation of monitoring objects that should be used as minimum for every system. Also there are specialization for the most common SAP Products defined in six further object compilations. All of these monitoring sets are based on the SAP experience from several System Monitoring projects in many customer projects. These recommendations of monitoring objects are not fix in its amount. Depending on the specific customer situation other objects may be useful to describe the systems status and performance within the CCMS.

In the Appendix of this document (chapter five) you can find the most common objects for system monitoring. The tables can also be used for documentation purposes. Copy the entries you would like to take for monitoring and paste them into the central System Monitoring documentation. The table design represents all important definitions for the monitoring objects. Find enclose an example for the Threshold definition of selected monitoring objects. The column for thresholds defines the point of reactions / status change of the monitored object.

Table 6: Monitoring objects list with thresholds for alerting

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	R3Services - Dialog
	
	
	
	
	
	

	R3DialogResponseTime
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	1600
	2100
	2000
	1400
	msec

	
	
	
	
	
	
	


3.1.1 Alert auto reaction methods

To define the complete alerting process it is be important to design the alert handling procedure. SAP provides different ways for an automatic alerting. In case of the value of a monitoring object is exceeding a specific threshold, the system automatically executes an assigned method. Typical auto-reaction methods are 

· 
Create a Service Desk ticket

· 
Create / send a mail to distribution list

· 
Depending on the installed mail server: send sms / calls to defined distribution list

The methods can be configured in transaction RZ21. It is recommended to copy SAP default methods into customer namespace to prevent the templates of the methods for further requests of react methods.

3.1.2 Alert assignment

The alert assignment will ensure that no alert will get lost in case of offline accounts or missing assignments in the configuration of the alert management. The only method to cover an alert management with escalation management by default is the auto-reaction method that creates a service ticket. For this service ticket also the Service Dask the SAP Solution Manager can be used.
Table 7: List of connection between responsibilities and monitoring objects

	Monitor Object
	Alert methode
	Priority
	Responsibility 
	React time

	R3DialogResponseTime
	Mail method Nr3
	High
	Mr. Mail Address
	4 hours

	
	
	
	
	


4 System Monitoring implementation – Operation

After the implementation phase it is strongly recommended to create a complete documentation of the scenario. The template could be used for documentation of all implementations and assignments. If you decide to take the System Monitoring Template as basis for a System Monitoring business blueprint, it will take over the role of the central documentation. It is indispensably to assign one primary responsible person for this central documentation. It should be guaranteed that the central documentation is every time up to date and any involved resource could access the needed information.

The template describes only one method for documentation and design of the System Monitoring business blueprint. There are a lot more possibilities and it doesn’t matter which method you use. Every change in the System Monitoring has to be documented as soon as possible.
To analyze performance alert errors and the root cause of these ones it is recommended to use the Service Level Reporting. The Service Level Reporting could present an overview about the development of performance indicators in a longer term of period than it will be done by System Monitoring. All alert reflects that status of an actual situation. Expand the SLR on the system monitoring specification to get a historical overview of the monitoring objects.
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6 Appendix

6.1 Recommendation for monitoring object set in System Monitoring with SAP Solution Manager

6.1.1 SAP Basis
	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	Availability
	
	
	
	
	
	

	Availability_SysPercent
	
	
	
	
	
	

	Availability_RFCPercent     
	
	
	
	
	
	

	ABAP Basis System
	
	
	
	
	
	

	R3SyslogDatabase
	
	
	
	
	
	

	R3SyslogSpool
	
	
	
	
	
	

	R3SyslogFreq
	
	
	
	
	
	

	R3AbapShortdumps
	
	
	
	
	
	

	R3AbapErrorInUpdate
	
	
	
	
	
	

	R3UsersLoggedIn
	
	
	
	
	
	

	R3DialogResponseTime
	
	
	
	
	
	

	R3DialogDbReqTime
	
	
	
	
	
	

	R3DialogFrontEndNetTime
	
	
	
	
	
	

	R3DiaWpUtilisation
	
	
	
	
	
	

	R3ErrorsInWpDIA
	
	
	
	
	
	

	R3RollUsed
	
	
	
	
	
	

	R3PagingUsed
	
	
	
	
	
	

	R3MemMgmtEsAct
	
	
	
	
	
	

	R3MemMgmtHeapAct
	
	
	
	
	
	

	R3BufferProgramSwap
	
	
	
	
	
	

	R3BufferGenericKeySwap
	
	
	
	
	
	

	R3BufferSingleRecordSwap
	
	
	
	
	
	

	Operating System
	
	
	
	
	
	

	5minLoadAverage
	
	
	
	
	
	

	CPU_Utilization
	
	
	
	
	
	

	FilesystemPercentageUsed
	
	
	
	
	
	

	Swap_Space
	
	
	
	
	
	

	SwapFreespace
	
	
	
	
	
	

	Page_In
	
	
	
	
	
	

	Page_Out
	
	
	
	
	
	

	OS_COL_STATE
	
	
	
	
	
	

	ICM Service
	
	
	
	
	
	

	ICM_GENERAL_THR_PEAK
	
	
	
	
	
	

	ICM_GENERAL_CONN_PEAK
	
	
	
	
	
	

	Spool Service
	
	
	
	
	
	

	R3SpoolUsedNumbers
	
	
	
	
	
	

	R3SpoolWaitTime
	
	
	
	
	
	

	Update Service
	
	
	
	
	
	

	CCMS_UpdateStatusClass
	
	
	
	
	
	

	CCMS_Update_PerfClass
	
	
	
	
	
	

	Gateway Service
	
	
	
	
	
	

	Gateway_Clients
	
	
	
	
	
	

	Gateway_Connections
	
	
	
	
	
	

	Gateway_RemGateways
	
	
	
	
	
	

	Gateway_CommAdmEnty
	
	
	
	
	
	


6.1.2  SAP System ERP

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	ERP production specific objects
	
	
	
	
	
	

	MonitoredProcessesMo
	
	
	
	
	
	

	R3Syslog
	
	
	
	
	
	

	R3BPServerSpecQueueLen
	
	
	
	
	
	

	Job_Monitoring_Runtime
	
	
	
	
	
	

	Job_Monitoring_dplusr
	
	
	
	
	
	

	BtcWpUtilisation
	
	
	
	
	
	

	CCMS_tRFC_qRFC_CPIC_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSFAIL_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSLOAD_Status
	
	
	
	
	
	


6.1.3 SAP Supplier Chain Management (APO)

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	Live Cache Database
	
	
	
	
	
	

	SDB_prop_state_astate_smcl_LCA
	
	
	
	
	
	

	SDB_space_data_used_pfcl_LCA
	
	
	
	
	
	

	SDB_space_log_used_pfcl_LCA
	
	
	
	
	
	

	SDB_space_memory_datau_pfcl_LCA
	
	
	
	
	
	

	SDB_space_memory_huu_pfcl_LCA
	
	
	
	
	
	

	SDB_perf_caches_omsdhr_pfcl_LCA
	
	
	
	
	
	

	SDB_space_memory_oms_t_pfcl_LCA
	
	
	
	
	
	

	SDB_space_memory_outof_pfcl_LCA
	
	
	
	
	
	

	SDB_perf_usrtask_cwait_pfcl_LCA
	
	
	
	
	
	

	SDB_backup_data_pfcl_LCA
	
	
	
	
	
	

	SCM System
	
	
	
	
	
	

	CCMS_tRFC_qRFC_CPIC_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSFAIL_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSLOAD_Status
	
	
	
	
	
	

	APO Job monitoring
	
	
	
	
	
	

	/SAPAPO/OM_DELETE_OLD_SIMSESS
	
	
	
	
	
	

	/SAPAPO/OM_REORG_DAILY
	
	
	
	
	
	


6.1.4 
SAP Business Warehouse

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	BW Communication
	
	
	
	
	
	

	CCMS_tRFC_qRFC_CPIC_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSFAIL_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSLOAD_Status
	
	
	
	
	
	

	CCMS_qRFC_Outbound_Queues_Summary
	
	
	
	
	
	

	CCMS_qRFC_Inbound_Queues_Summary
	
	
	
	
	
	

	ALEClassStart
	
	
	
	
	
	

	BW Application
	
	
	
	
	
	

	BW_MonCls_Process_Chains
	
	
	
	
	
	

	BW_MonCls_RSRV_Checks
	
	
	
	
	
	

	R3BPServerSpecAbortedJobs
	
	
	
	
	
	

	BI Accelerator (if it is used)
	
	
	
	
	
	

	Background Processing
	
	
	
	
	
	

	SystemWideQueueLength
	
	
	
	
	
	

	SystemWideFreeBPWP
	
	
	
	
	
	

	DB Usage
	
	
	
	
	
	

	CCMS_DB_mcmtc
	
	
	
	
	
	


6.1.5 SAP Process Integration

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	Adapter Framework Status
	
	
	
	
	
	

	GRMG_AVAILABILITY_<Scenarios>
	
	
	
	
	
	

	RFC Destination Availability (Percentage)
	
	
	
	
	
	

	J2SE / J2EE Engine
	
	
	
	
	
	

	GRMG_AVAILABILITY_<Scenarios>
	
	
	
	
	
	

	SLD
	
	
	
	
	
	

	GRMG_AVAILABILITY_<Scenarios>
	
	
	
	
	
	

	GRMG_Scenario_Heartbeat
	
	
	
	
	
	

	Integration Server
	
	
	
	
	
	

	CCMS_tRFC_qRFC_CPIC_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSFAIL_Errors
	
	
	
	
	
	

	CCMS_tRFC_qRFC_SYSLOAD_Status
	
	
	
	
	
	

	XI_Int_Serv_Inbound_XBTI_MSC_CLIENT
	
	
	
	
	
	

	XI_Int_Serv_Outbound_XBTO_MSC_CLIENT
	
	
	
	
	
	

	XI_Appl_Syst_Send_XBTS_MSC_CLIENT
	
	
	
	
	
	

	XI_Appl_Syst_Receive_XBTR_MSC_CLIENT
	
	
	
	
	
	

	XI_Int_Serv_Acknowledgmnet_XBTB_MSC_CLIENT
	
	
	
	
	
	

	XI_Int_Serv_Inbound_XBQI_MSC_CLIENT
	
	
	
	
	
	

	XI_Int_Serv_Outbound_XBQO_MSC_CLIENT
	
	
	
	
	
	

	XI_Appl_Syst_Send_XBQS_MSC_CLIENT
	
	
	
	
	
	


6.1.6 SAP Customer Relationship Management

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	CRM Middleware (Queue Info)
	
	
	
	
	
	

	SAP_CRM_MW_BDOC_STATUS
	
	
	
	
	
	

	CDB_Start_Queues_Load_CRM_to_CD
	
	
	
	
	
	

	EXT_Start_Queues_Load_CRM_to_EXT
	
	
	
	
	
	

	CRM_SITE_Queues_for_MobClients
	
	
	
	
	
	

	R3AIR_Start_Queues_Load_from_OLTP
	
	
	
	
	
	

	CSA_Send_Queues_of_CRM_Appl
	
	
	
	
	
	

	R3AU_Load_Queues_CRM_to_OLTP
	
	
	
	
	
	

	CRI_Load_Queues_CRM_to_CDB
	
	
	
	
	
	

	CRM_SITE_Queues_from_MobClients
	
	
	
	
	
	

	R3A_Load_Queues_OLTP_to_CRM
	
	
	
	
	
	

	CSA_Send_InQueues_of_CRM_Appl
	
	
	
	
	
	

	CRI_Load_Queues_CRM_to_CDB
	
	
	
	
	
	

	TREX
	
	
	
	
	
	

	GRMG_Scenario_Heartbeat
	
	
	
	
	
	

	Software Agent Framework
	
	
	
	
	
	

	GRMG_Scenario_Heartbeat
	
	
	
	
	
	

	MTEClass = LOG_CRMEISS
	
	
	
	
	
	

	MTEClass = LOG_SAFCMP
	
	
	
	
	
	

	CRM.SAF.CRMEISS State
	
	
	
	
	
	

	E-Selling
	
	
	
	
	
	

	GRMG_Scenario_Heartbeat
	
	
	
	
	
	

	CRM.ISA.b2b_log
	
	
	
	
	
	

	CRM.ISA.b2b Comp
	
	
	
	
	
	

	CRM.ISA.cviews Comp
	
	
	
	
	
	

	CRM.ISA.lwc Comp
	
	
	
	
	
	

	CRM.ISA.auction Comp
	
	
	
	
	
	

	E-Service
	
	
	
	
	
	

	GRMG_Scenario_Heartbeat
	
	
	
	
	
	

	B2CSEARCH
	
	
	
	
	
	

	B2BICSS
	
	
	
	
	
	

	B2BREQUEST
	
	
	
	
	
	

	CRM.ICSS.B2B State
	
	
	
	
	
	

	CRM.ICSS.B2C State
	
	
	
	
	
	

	IPC
	
	
	
	
	
	

	IPC
	
	
	
	
	
	

	IPCLOGFILES
	
	
	
	
	
	

	IC Web Clients
	
	
	
	
	
	

	GRMG_Scenario_Heartbeat
	
	
	
	
	
	

	WEB_IC_CLIENT_ALERT
	
	
	
	
	
	

	WEB_IC_CLIENT_ALERT_ICWC
	
	
	
	
	
	


6.1.7 SAP Enterprise Portal (SAP WebAS Java)

	Description
	Type
	Thresholds
	Unit

	
	
	G(
	Y
	Y(
	R
	R(
	Y
	Y(
	G
	

	Application & System Threads Pool
	
	
	
	
	
	

	ThreadPoolCapacityRate
	
	
	
	
	
	

	ThreadPoolUsageRate
	
	
	
	
	
	

	WaitingTasksUsageRate
	
	
	
	
	
	

	Cluster Management
	
	
	
	
	
	

	AverageMSProcessTime
	
	
	
	
	
	

	SessionQueueSizeRate
	
	
	
	
	
	

	Connections Manipulator
	
	
	
	
	
	

	ConnectionsUsageRate
	
	
	
	
	
	

	FreeConnectionsInPool
	
	
	
	
	
	

	Availability (URL Requests)
	
	
	
	
	
	

	GRMG_AVAILABILITY_<Scenario Name>
	
	
	
	
	
	








